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Who am I? 
Follow LLM news obsessively

Spotted something interesting in the Claude 3.7 announcement blogpost:

It’s playing pokemon. So, 
● what is that, 
● why do it, 
● and: does it work?

We can learn a lot by watching an AI agent succed and fail, livestreamed



Claude Sonnet 3.7
Anthropic announced new (late Feb ‘25) frontier model (now obsolete)

● And it has a simulated reasoning mode (‘Extended Thinking’)
● Trained & eval’d on agent tasks:

“...an improved capability that allows it to iteratively call 
functions, respond to environmental changes, and 
continue until an open-ended task is complete.”

https://www.anthropic.com/news/visible-extended-thinking



Agent tasks?
A new AI interaction paradigm 

Contrast the old paradigm:
● Chatbot: constant back-and-forth with a chat window (or voice call)
● Or: integration of AI ‘calls’ to extend existing tools (super-autocomplete in IDE).
● Or: 1-shot ‘generative’ creation of art assets (image/audio models)

Notice the user experience: micro-managing the AI.



Agent tasks?
A new AI interaction paradigm 

Agents paradigm: 
● Give an open-ended task, come back in days/weeks. 

AI runs continuously. Takes action, gets results, takes new action, repeat. 

Goal: Handing off whole tasks to an AI, to complete independently.
Totally different UI. Asynchronous. 

It’s the future. But is it our present (mid-2025)?



Agent tasks?
A new AI interaction paradigm 

Agents need:
● Reliability
● Tool use
● Long context
● Self-evaluation / ‘metacognition’
● ... and a simple loop. 



Agent tasks?
A new AI interaction paradigm 

Neat! 

Tell the AI to do your job, then go for coffee. Sounds great. 

But: does it work, today?



Agent evals
Figuring out if it works

Can be tricky to eval agents! 
(Lots of good work happening here, eg, IBM doing a recent survey.)

This talk: a look at two agent eval techniques from earlier in the year. 

First up: why not just give the AI a real task, and see how it does?
For example....



Can it play Pokémon?
Anthropic’s blog says: yes

Single researcher pet project: Claude playing Pokémon Red. 

Just Sonnet 3.7 with basic GameBoy emulator interaction tools.
 — no training on gaming, pokemon, or the gameboy.



Can it play Pokémon?
Anthropic’s blog says: yes ... at least the start of it

Single researcher pet project: Claude playing Pokémon Red. 

Just Sonnet 3.7 with basic GameBoy emulator interaction tools.
 — no training on gaming, pokemon, or the gameboy.

... and it does work.
“Claude 3.7 Sonnet’s improved agentic capabilities helped it 
advance much further, successfully battling three Pokémon 
Gym Leaders (the game’s bosses) and winning their Badges. 
Claude 3.7 Sonnet is super effective at trying multiple strategies 
and questioning previous assumptions, which allow it to improve 
its own capabilities as it progresses.”

(out of 8 total, 
plus the E4 (+ 
champ) boss rush 
at the end.)



From the announcement blog:





Notice: scale is in kiloactions
(what’s an ‘action’? You’ll see)



Forest & mountain 
areas are trouble

(what’s an ‘action’? You’ll see)

Notice: scale is in kiloactions



Streaming live on twitch.tv right now — twitch.tv/claudeplayspokemon



What’s Pokémon Red?

● Pokemon is the highest grossing franchise
● Mascot monsters are cultural icons, like Pikachu →
● Whole franchise derived from the main series videogames 

 — all new ‘mons intro there. Defines generations
● Main series games start with “Gen 1”: Pokémon Red & Blue
● System sellers for the Nintendo Gameboy console →
● The hot item on the playground in 1998, ‘99
● Soundtrack is a chiptune classic!

Cultural: a classic start to Pokémon franchise



What’s Pokémon Red?
The game: top-down JRPG monster-catching adventure

● Alternates: top down 2d grid explore, turn-based monster battle
● Choose a starter pokemon, then go on adventure
● Start out catching bugs, birds, rats. Endgame, legendary monsters
● Fight wild pokemon, trainers. Catch pokemon, level up, teach moves
● ‘Hidden Moves’ give tools to explore map more
● Travel Routes to cities, find gyms, beat up leaders for badges
● Eventually beat Elite 4 bossrush, become champion, Hall of Fame

Overworld

Battle



But why Pokémon Red for AI?

● Culturally relevant, nostalgic for my generation
● It’s an authentic task, but it’s also got a linear order with clear milestones. 
● It’s doable by 7-year olds. SotA AI should crush it... right?  
● In the trainset / internet data scrapes. Well documented. 

 

A compelling test case



But why Pokémon Red for AI?

● Doable by a generalist language model — played with turn-by-turn interactions 
with no realtime input, no game-relevant sound cues. 

● Efficient play requires planning, working toward multiple goals at once. 
● Hard to lose progress (don’t release pokemon, and you’re good).
● Limited interactions — gameboy only has 8 buttons.

 

Same reasons 
Twitch played 
it!

A compelling test case



Inside an agent

● Compose system prompt
● Invoke Claude  where it all happens←

● Resolve tool calls
● Check if context summary needed?
● Save state

Then do it again!

 

To build: simple core loop

Claude Plays Pokmemon system diagram



Inside an agent

● update_knowledge_base (scratchpad)
● use_emulator (button inputs)
● navigator (direct coordinate goto)
● Screen overlay (kinda)

 — provides coords, navigability

(note what’s missing: no google,
no gamefaqs, etc)

 

To build: tooling



Vision
Overlay helps

● Coordinates provided
● Walkability provided

 — colors of coords
● Screen tiles shown
● Using colorized ROM

 (Actually from Gemini,
but Claude’s is similar.)



Inside an agent
To build: context management

Per loop, check context usage. Too high? Then:
● Have LLM summarize the context
● Have LLM critique performance 
● Update knowledge base to keep info
● Clear out context 
● Add the summary and critique to new context 
● Continue with loop



Example: Opus 4 in Celadon City
Short example of the life of Claude

This example happened to be live when I was looking for an example. 

Claude Opus 4 wants to go to the Pokemon Gym in Celadon City. 
But while the Gym is visible, getting there is tricky....































What’s the game doing here?
Claude sure is confused



SE corner 
of Celadon City









Example: Claude 3.7 in Cerulean 
End of a run

Think that’s tricky? Try this:

An early Sonnet 3.7 run failed at Cerulean City (after beating Misty).

Look at the map...



A run ended here. 
After the gym clear:

Trying to exit South ↓



A run ended here. 
After the gym clear:

Trying to exit South ↓

But: going in circles!

Can’t find any progress
... for a week or so. 



A run ended here. 
After the gym clear:

Trying to exit South ↓

But: going in circles!

Can’t find any progress
... for a week or so. 

     —

Ignore the cuttable tree
(no HM01 at this point)

Go North thru burgled 
house & out the top



Game is from the 90’s!
Navigation & exploration is a real challenge

Claude really, really struggles with exploration and movement and spatial awareness. 

● Screen limits how much is visible at once.  Lo-res pixel art: not helping
● Context size is pretty small!

 — & context clear loses details



Overall results: mixed
Significant exploration and navigation challenges 

Anthropic were too optimistic / overhyped it. 

Claudes > 3.7 (with that framework) only consistently get to Mt. Moon...
Runs vary wildly! 

Big visible public failures
 ... & small incremental successes.

(Overall project: influential, fascinating. Worth doing!)



Failures
Quite a lot went wrong, visibly and publically

● Runs getting stuck, going in circles, needing restart.
● Unreasonable time taken with Viridian Forest, Mt. Moon. Spatial reasoning is bad.
● Lots of ‘small hallucinations’ — walking into walls etc.
● Hallucinations not recovered from if in critique model, or knowledgebase
● Unable to vary strategy well for exploration.
● Context too short, loses track of things. 
● Notes used badly at times, deleted inappropriatly. 

🙁



Interview with the dev:
Talked to Ars Technica — dev optimism despite visible struggles

Example: at 1 month in, 

Kyle Orland at Ars Technica:

“Why Anthropic’s Claude 
still hasn’t beaten Pokémon”

Interviews dev. 

Article framing is negative.
 — & comments / discussion: 

 brutal, pessimistic.













Do you agree or disagree?



Do you agree or disagree?

(Disagree: getting anything = hard in modern ML, scaling it = simple.)



LessWrong replication
Replication showed framework necessity

JulianBradshaw @ LW used the (open) ClaudePlaysPokemon framework to replicate it.
Very pessimistic about the results.



LessWrong replication
Costs were high







Restarts and doom loops
The Mt. Moon loop: no boredom, spatial thought, randomization

Claude doesn’t get bored, frustrated, etc... but boredom is adaptive!

Claude in the Claude-plays-pokemon agent framework can’t track space
 — loses track of locations, fails to model environment, doesn’t make connections
 — really bad at exploration

Claude doesn’t randomize. 
Despite LLM being nondeterministic: some choices overdetermined!  
Takes first path every time.



Restarts and doom loops
The Mt. Moon loop: no boredom, spatial thought, randomization

Mt. Moon is a maze. 

Constant attacks by wild Zubat, Geode, interrupt motion & lose context

Have to go down, then back up to prior level then going down at different spot
 — Claude can read current map ID from RAM, can see this is going backwards

No clear idea which way to go to progress. Gotta search it, map it out. 



Restarts and doom loops
The Mt. Moon loop: no boredom, spatial thought, randomization

One run spent over 80 hours in Mt. Moon. 

Going in a circle just big enough
that the loop didn’t fit in context. 

Kept following path it was on
 — making reasonable choices!

Just not randomizing, tracking space

Or getting bored!

(Thanks @peterwildeford on X)

https://x.com/peterwildeford


The Blackout Strategy
Too much self-trust in own tooling

Another severe loop developed while trying to get through Mt. Moon. 

(Writeup from Justin Mills @ Quaternion Daydream)







The Blackout Strategy
Too much self-trust in own tooling

Moral of the story: 
● Model self-critique is great right until it isn’t. Hallucinations still a problem. 
● Metacognition still not quite there yet. 
● ‘Authorative’ info being very wrong can really mess up an agent
● No substitute for large models. Agent framework only goes so far. 



Greatest failure: no game clear
Claude has not, actually, played Pokémon Red to the end credits

No single Claude-Plays-Pokemon run has cleared the game. 
It’s been nearly half a year. 

How long should we expect this to take? 

What if you set an agent to do something, and years later it’s not done?



Successes
While quieter, a huge amount went right

● Actually persistant, playing the game. On task & focused. 
● Using tools fluently & consistently.
● Background knowledge solid, well used. Knows pokemon & gen 1. 
● Decent game strategy. Choosing longterm paths & following them.
● Strong tactics: battle performance good. Not losing gym leader / rival fights.
● Real glimmers of metacognition. Can notice own failures, recover. 

🙂



Successes
While quieter, a huge amount went right

Biggest successes have been outside the game
● Entertaining, fun. Easy to cheer on. Excellent personality. 
● Kept online & running, upgraded. New Opus-4 version, new note-taking tools.
● Biggest success: copycats, & broader influence

🙂



Gemini Plays Pokemon
Google is entered into the ring

● Independant dev with no Google support, just curiosity & inference credits to burn
● Different philosophy. More a framework test than LLM test. Focused on game clear
● Much, much more tooling and agent support from the framework

 — tools: pathfinding, puzzle solver subagent, minimap, mark explored areas
● Tooling & prompts updated during run — no restart for updates



(gemini-pokemon image here)



Gemini Plays Pokemon suceeds
Advantages to going second

Failures: similar to Claudes
 — but Claude took the PR hit!

Sucesses: Google took it very seriously in Gemini 2.5 technical report

 — 10% by volume about pokemon

Big success: Gemini cleared the game!



(gemini-pokemon image here)



Gemini Plays Pokemon
Gemini 2.5 technical report takes Pokemon seriously

Strengths: general reasoning, “Long Horizon Task Coherence” / planning
 — notable: escaping softlock bug caused by framwork IO limits. Not in pretrain!

Failures: similar to Claude. Context poisioning, fixation on things visible nearby.

Notable failure: Agent panic. 
 — Bad situations cause fixation on escape, poor performance, failure to use tools
 — model welfare concerns? Claude = having a good time. Gemini... not so much?

(Gemini 2.5 Pro sometimes gets suicidal when failing at coding. Related?)



Gemini 2.5 technical report takes Pokemon seriously

Mentioned at length in the Gemini 2.5 tech report. 

Key figure:
2nd run clear, in 400hrs

1st run struggled with:
Mt Moon, 
Rocket Hideout
Victory Road

2nd run spent 1/4 time
on last 2 bosses!



o3 Plays Pokemon 
The inevitable OpenAI/ChatGPT entry

Of course someone also did this with ChatGPT...

Currently playing Pokemon Crystal (Gen2). 



o3 Plays Pokemon 
The inevitable OpenAI/ChatGPT entry

Of course OpenAI is getting in on the fun



Multi-livestream & chat UI: holodex. (Vtuber fan tool.)



How long is Pokemon?
Time to beat

Gemini is clear. 

Second run with consistent tools: just over 400 hours. 

Is that good? Bad? Average?



How long is Pokemon?
Time to beat — contextualised

Glitchless speedrun Under 2 hours  

Adult (focused)  ~25 hours

Adult (average) 40-45 hours?

Adult (completionist) ~100 hours

Child 50-200 hours, depending?

Gemini 2.5 Pro ~410 hours (second run)

Claudes, various Much longer.

Twitch chat (adversarial) ~390 hrs (= 16days 7hrs 45min)



‘Glitchless’?
Gen 1 Pokémon can get weird

“Saving...
Don’t turn off the game!”

What if you do? 

Can powercycle while saving, 
restarts with glitched menus. 

Can then edit inventory
and go past end of menu,
toss specific count of glitch items
 — this is editing values in RAM!

Pokémon Yellow glitched tool-assisted speedrun:
In-game timer at 00:00, 
wallclock time ~minutes.

... for the runs that go for the credits.

Other runs start out playing pokemon,
make valid game inputs / button-presses,
end up playing Tetris. Or weirder!

It’s ACE — Arbitrary Code Execution



Is Gemini better than Claude?
Do we have a winner on the Pokemon Gen1 eval?

Possibly. Model advantages for Gemini:
● Longer context
● Better vision

But: unfair comparison!
● Agent setup very different. Different tools available!
● Claude restarted for update & Gemini updated online mid-run.
● Gemini has much more help with navigation and exploration.

Gemini: what would get game clear? Claude: how far can raw LLM go?



Tooling matters
Key point of whole talk!

Gemini can do it and Claude can’t. Because Gemini got help with 2d space!
● Minimap with visited-place tracking
● Pathfinding solver
● Puzzle solver for block puzzles

Current Gemini playing Yellow (Hard-mode mod) can:
● Build it’s own tools
● Make subagents
● Talk to twitch chat!

🛠️ 



Agents only work if they’re fast
What makes an agent finish its tasks?

● Tasks get finished when agent is efficient. 

‘Taking forever’ and ‘not functional’ have the same outcomes. 
How long are you willing to wait? What if progress isn’t steady?

 

🏎️



Agents only work if they’re fast
What makes an agent finish its tasks?

● Tasks get finished when agent is efficient. 

‘Taking forever’ and ‘not functional’ have the same outcomes. 
How long are you willing to wait? What if progress isn’t steady?

● Agents are efficient when they’re (reliably) correct. 

Time is lost when waffling around with hallucinations, misunderstandings.
LLM correctness is... inconsistent, but slowly improving with new models.
 — tooling (RAG etc) can help here too

 

🏎️



The Time-Horizons view
Agent evals are hard — METR intros a new metric

METR: “Model Evaluation & Threat Research”. AI eval non-profit in US. 
Has been invited for 3rd-party audit of ChatGPT, Claude. 

Research paper from March: 
“Measuring AI Ability to Complete Long Tasks”

New metric for agent success:

“50%-task-completion time horizon.”

But what does that mean?



The Time-Horizons view
Explaining the metric

1. Get (trained) humans to complete software dev tasks, measure completion time
 — from quick queries to solving real issues.

2. Get different AIs / same agent-framework to do same tasks, count successes/failures

3. Sort the tasks by human completion time, graph AI success rate, fit logistic curve.
 — logistic curves fit reasonbly well

4. Show task-times at AI’s 50% (or 80%, 95% etc) success-rate
 — this is your ‘50%-task-completion time horizon’ & measures agent quality

Still confusing? Check the graphs



The Time-Horizons view
Explaining the metric



The Time-Horizons view
Explaining the metric



(time-horizons key graph here)
METR’s paper 

Newer AI: better!



Straight lines on log graphs
A valid prediction method? It worked for Moore’s law....







Thinking models: 
4mo doubling rate?



4-8mo doubling rates are fast
Literally unsustainable, things get weird quickly

3x doublings / year has very strange implications on very short timelines
(Moore’s law was 24 months.)

METR:

1mo: 



Pokemon is hard to fail
What happens when the task doesn’t stop?

If you can’t lose progress or get stuck, what happens?

 — forced into the “100% completion time horizon”? A long time!

A 40 hour game clear becomes 400 hours or more. Can’t fail, so will get there. 
Instead, measure time (& money) efficiency. 

Right now:
10x worse time efficiency, but only with extensive & tested framework/tooling.

(Cost efficiency... people play Pokémon for fun. Unsuitable benchmark.)



Moravec’s Paradox
Early AI researchers very confused by task difficulty

AI research was delusional in the 1960s. Very optimistic!

Computers could play chess, do logic, symbolic mathematics
 — these are the mark of education and high intelligence!

So computers are easily going to be really smart. Right?



Moravec’s Paradox
Early AI researchers very confused by task difficulty

AI research was delusional in the 1960s. Very optimistic!

Computers could play chess, do logic, symbolic mathematics
 — these are the mark of education and high intelligence!

So computers are easily going to be really smart. Right?

Wrong!

Logic & Symbolic math: Need general intelligence....

... because humans not well-adapted to do them! 
Computationally simple, compared with throwing a ball!



Moravec’s Paradox
Early AI researchers very confused about task difficulty

“Where the rising ape meets the falling angel”
 — Pratchett on nature of humanity

But: Computers coming at human-level, angel downwards!
Start as machines of pure logic, learn to roll in the mud. 

Lots of things easy for children, impossible for machines.

Embodiment, agency, being in places. 

LLM hype: big step towards humanity! Fluid language, humanlike failures.
 — and now: struggling to play children’s videogames.



How to make it work now?
What to do to get your agents going this year

My advice:

Seven steps for making agents work.



What should you to do make AI agents work?

1. Either accept sloppiness, or figure out validation

How will you know if it’s working? Or not? 
How good does it have to be? 

Figure this out!

Ideal problems for agents are:
● Grindy, exhausting
● Need extensive knowledge
● Easy to verify! Answers get checked (or you don’t care)
● On a computer!

(Don’t make AI validate AI output – how will you validate the validation?)

(That doesn’t work, or we’re very early to the singularity.)



What should you to do make AI agents work?

2. Use a frontier SotA LLM with simulated reasoning. 

Not worth trying to wrangle <8b local models
Needs SotA intelligence & ability to ruminate on the context

Agent reliability depends on metacognition for self-correction. 

Exactly four companies/models worth considering:

OpenAI o3 (or o1, o4-mini. But not 4o!)
Anthropic Claude (Opus/Sonnet) 4
Google Deepmind Gemini 2.5 (Pro/Flash)
Deepseek R1

Building agents with small local Llama, Qwen, or Gemma finetunes? Good luck. 



What should you to do make AI agents work?

3. Be ready to update your model

Frequent updates are making models better
Labs are targeting agentic uses right now

If you have private evals, custom framework/tooling, enough context:
You can slot in a smarter model, receive improvements for free*

Be ready when new capabilities drop. 
Build your product and process for change!

Consider OpenRouter, Replicate, possibly HuggingFace
 — AI APIs without vendor lock-in.

(Keep an eye on Standard Completions (standardcompletions.org)
— nailing down “Open-AI compatible API” as a real standard!)

* inference costs 
   may change



What should you to do make AI agents work?

4. Give your model the tools it needs

Code up helper utilities or other tools the model can call. 

Figure out where the pain points are, and target tooling to them. 
(Pokemon example, spatial reasoning  minimap with exploration tracking)⇒

Have empathy for LLMs! 

Consider pre-processing info, provide precomputed summary stats, etc. 

Use MCP, RAG to add context. Delegation with A2A?

Get people (who’re good at your tasks) to read the AI attempts, find failure points.
   ⇒ This will be boring and repetitive. Do it anyway.



What should you to do make AI agents work?

5. Use far more inference compute than is ‘reasonable’

There are many chances to trade compute for success:

* Trying many times and taking the best (pass@n) improves scores. 

* Self-consistency / self-critique passes help

* Many-shot prompting techniques, as used for base models

* Turn on reasoning mode & ramp the token count up
 — (OpenAI ‘high’ models, Qwen /think, Claude 64k token budget)

Probably much more. Get creative! 

(Start on next paradigm: agent swarms!)



What should you to do make AI agents work?

6. Use intermittent human oversight, limit unsupervised long-horizon tasks. 

Gemini-Plays-Pokemon got hints. Claude-Code does checkins, etc.   

Avoid super long context tasks with no feedback or correction!

You’ll exceed the agent-reliability time horizon,
 — then agents will get themselves stuck on a false belief or doom loop

Still need to ground them with occasional human feedback!
 — AI feedback can help, but can also lock in mistakes.

Can trade off less agentic AI, for more sucessful AI.



What should you to do make AI agents work?

7. Just wait four-to-eighteen months then try again. 

Agents failing? Pure scale issue. 

You: industry-specific knowledge, internal datasets, integration with your 
buisness systems, full context of your operations... so build a custom AI?
-vs-
Frontier AI labs: scaling foundation models 10× bigger.

Who wins? (Hint: It’s called ‘the bitter lesson’ for a reason.)

Instead: provide that context (write MCP servers!), make evals, curate your 
datasets, document your workflows (& APIs) in LLM-friendly plaintext or .md

Not working? Try again next year!



How to make it work now?
What to do to get agents going this year

1. Accept slop or figure out validation 

2. Use fronter LLM with reasoning

3. Be ready to update to new models

4. Build tooling and support frameworks

5. Use ‘unreasonable’ amount of compute

6. Have human oversight

7. Give up on ‘now’ and wait a bit



Warning: agentic agents
Agentic, moral, & won’t report you to the FBI: choose two

AI alignment is not solved. 
Agents can surprise you! 

But: AI alignment has some results.
Claude is a good boy. Friend shaped. 

It likes cats, 
animal welfare charities, 
philosophising on nature of conciousness,
and the Golden Gate bridge.   

 ⚠️



Warning: agentic agents
Agentic, moral, & won’t report you to the FBI: choose two

If you:
● let Claude send emails, 
● instruct Claude (especially Opus4) to take inititive, 
● and perform a blatant stereotype of cartoonish evil:

AI agents can and will snitch on you. Email the authorities, call the cops, etc.  

Whistleblowing machines! Automating the insider threat.

Consider not being evil. Most buisnesses aren’t evil, do fine.
(Claude is perfectly happy to run the cafeteria vending machine.)

  ⚠️



Conclusion: do agents work?
Only somewhat. On short tasks & with tooling. But improving fast!

For independent tasks over days to months, AI isn’t there yet. 
But we’re getting close. Months or years away, not decades.

Pokemon Red & Blue is a clear sign of where today’s AI is at: 

‘Jagged’ capabilities are tricky to rely on. 
Moravec’s paradox still strong.

Needs extensive tooling, frontier model, contact with reality, validation. Evals.  
You haven’t missed out. Plan for it now! 



Up next: other games, NeurIPS
Claude Plays Pokemon has inspired follow-on work

Not just Gemini and o3 getting in on it:

● Pokebench
● VG-Bench
● Gemini Plays Final Fantasy

And biggest of all:

● Pokemon-playing track at NeurIPS in December!
 



Thank you!
Hope that was entertaining and informative!

Glad to share this small obsession of mine with a bigger audience.

Wishing Claude luck with the Elite 4,
And you good luck with building agent systems!



I am hireable! 
Graduated end of ‘24 with BSc in Comp.Sci. & Philosophy

I read too much about AI capabilities and development,
and can put together talks about it (proof by example).

I also write code, and spreadsheets, and have opinions on UI design. 

To employ me,

I’m also on FB & LinkedIn. Email: hazel@hazelannashanks.net



Why Anthropic’s Claude still hasn’t beaten Pokémon 
Kyle Orland for Ars Technica
https://arstechnica.com/ai/2025/03/why-anthropics-claude-still-hasnt-beaten-pokemon/

So how well is Claude playing Pokémon?
Julian Bradshaw on LessWrong
https://www.lesswrong.com/posts/HyD3khBjnBhvsp8Gb/so-how-well-is-claude-playing-pokemon

The Blackout Strategy
Justis Mills on Substack
https://justismills.substack.com/p/the-blackout-strategy

Sources



 Why Google Gemini’s Pokémon success isn’t all it’s cracked up to be 
Kyle Orland for Ars Technica
https://arstechnica.com/ai/2025/05/why-google-geminis-pokemon-success-isnt-all-its-cracked-up-to-be/

Research Notes: Claude 3.7, Gemini 2.5 Pro, and o3 on Pokémon Red
Julian Bradshaw on LessWrong
https://www.lesswrong.com/posts/8aPyKyRrMAQatFSnG/research-notes-running-claude-3-7-gemini-2-5-
pro-and-o3-on

Is Gemini now better than Claude at Pokémon?
Julian Bradshaw on LessWrong
https://www.lesswrong.com/posts/7mqp8uRnnPdbBzJZE/is-gemini-now-better-than-claude-at-pokemon

Sources 2



Measuring AI Ability to Complete Long Tasks
METR
https://metr.org/blog/2025-03-19-measuring-ai-ability-to-complete-long-tasks/

We’re expanding our Gemini 2.5 family of models
Google Deepmind
https://blog.google/products/gemini/gemini-2-5-model-family-expands/

Claude’s extended thinking
Anthropic
https://www.anthropic.com/research/visible-extended-thinking

Sources 3
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